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ABSTRACT

The greater part of this paper is dedicated to a
non-technical Aiscussion and criticism of the orincivles of
Skinnerian behaviorism. Various aspects of the theory are examined,
and its inability to deal with verbal behavior as a wnroductive and
creative activity is asserted. The authort's point of view is that
expressed by Noam Chomsky in his criticisa of Skinnert's "Yerbal
Pehavior." Evidence is produced to demonstrate that, contrary to the
assertions of behaviorists, innate skills are involved in first
language learning. The author stresses that although it can therefore
be supposed that every child learns his first language in the sanme
vay, independently of I0 or culture or training, there is no evidence
that second languege learning is one particular kind of task
approached in the same manner hy all learners. For this reason the
author believes that there is no basis for believina that there is
the possibility of finding a theory that can provide a univereally
valid technique for la.gquage teaching: he stresses instead the
pragmatic aspects of language instruction., finally, in considerinag
how linguistics and psychology can help the lanquage teacher, the
author concludes that "Linguistics and psychology have nothing to say
about the methods used in foreign lancuace teaching." (FWR)




U.S. OEPARTMENT OF HEALTH. EDUCATION
& WELFARE

OFZE OF EDUCATION
THIS DOCUMENT HAS @EE(N AEPRODUC T
EXACTLY AS RECE/VID FROM THE PERSON O
ORGANIZATION ORIGINATING . POINTS OF
VIEW OR OPINIONS STATED DO NOT NECES-
SARILY REPRESENT OFFIC'AL OFFICE OF EOU.
CATION POSITION OR POLICY

PSYCHOLOGY AND LANGUAGE

Jerry Fodor

EDO0 43020

I will begin by saying something about the.Chomseky.Skinnex
business, and then I'1l tall open-endedly about reoent results
in psycholinguistios proper.' I think in a way that the Chomsky-
3k1nn§r disoussion - anrd the whole operant model of language 1ic a

- dead issue, and thét it 18 relevant to élmost nothing, but
people who make materials for tsaching yoﬁ to teach language

. and people who make gadgets --oontrolled environments, as they
ars sometimes called.- for languags teadhinz all olaia that
they're based on soientifio prineiples. The soientitio-prlﬂolplol
they have in mind are usually the ones I*ll be talking about.
4Ao I say, 1 think it all comes to very little, but it's worth-

,,uhllo knowing the Jjargon.

o

m .
o Skinnerian psychology is based on a sort 9f modular syeten

:: for running psyohological experiments. The modular lrith

oonsiste, first of all, of something called a Skiuner box. In
the box you put a rat, or a pigeon latar on in the developnent
of this system. The box 18 olosed, 80 that the experimenter {s

not allowxed to watoh the organisa dehave, esince if he were

el
«




. allowed to watoh the organism behave, that might blas his views
on what the behavior was like, 86 the rat's behavior is reoorded

eleotronically.

- You begin with a rat in this ﬁox and nothing else --just a
rat in a completely neutral envirqnnanb. You start out Sy
making the rat hungry, by subjecting nim to about 24 hours of
food deprivation, Then you run into this box a barj under the
bar 1s a trap that food polléta oan drop into. Outside the box
there 18 a diapansgr for food pellets., And'thon this system ia

conneoted to & graph whioh will allow iou to measure the
frequency of the Tat's responses ..s a funotion of time. Now,
" in this situation, if the rat is hungry enough, in walking around
the box he will at some point happen to bang into the bar, The
food dispenser is set up 8o that whenever he bdbangs into the bar,
a food pellet will drop into the trap. The graph will now
allow‘you to measure the fraquensy with whioh he bangs into the
barlovor time} one ocoordinate of the graph records the responses
and the other ooordlnate_reo&rde the time elapsed. What you
find 18 that.tho rat moves along at zero responss level until

he hits the bar; at this point the ourve goss up a little and
saybe flattena out, PFor a while, iittle happens, and then the
r&t hits th§ bar again, gets another reinforoement, and the |
ourve goes up again, and then levels out, This happens a few
times, and then all of a sudden, the rat, as you might oay; gets



. the 1dea, and the response wave takes off an& flattens out at
gone rantasticaily high number, Hh#t has happon§d is that the
rat has learned in some sense that he ocan get 2 pellet by press-
ing the bar. And that plece of learning, as it were, shows up

objeotively in the inorease of the response rate, as a funotion

of time,

This is all very straightforward. In faot, if it doesn't
happen -=if the rat doesn't diaoover the bar-- then, when
nobvody's looking, ypu oan open up the bdx and push the bar down
for the rat, and he'll notios that the fﬁod pellet ocomes and
will start off that Nay. ‘ ‘

wWhat makes it possible to turn this finding into psychology
is the possibility of manipulating various paranetefc of this
sitvation and looking at how the ourve goes as a funotion of
these manipulations. Millions and millions of Ph,D., theses
have been dons with this sort of modular plece of equipment in
exaotly that way. For o;anplo. you oan reinforos the rat, say,
every thlrteenth tine he presses the bar inateqd of every tine
he presses ths bar, or you oan reinforoe him only durlné sdleoted
tesroral slioces (that is, for 5 minutes he get no relnforoo-ent_
uﬁon he presses the bar and then he gets reinforosment any tiae
during thirty seconds, and then for anothsr five minutes he gatse
no reinforoement, and 80 on), What we find is that the sh‘pe of




~the curve 1s a funotion of suoch kinds of variableqs the frequenoy..
of reinforoement, the hunger of the rat, the amount of reinforce- '
ment, tﬁe amount of foroe tﬁat is required for hin to depreee the
bar... And since there are in prinoiple 1nd8r1n1te1y many values
of those variables, you oan put out a lot of Ph.D. theses from

this kind of design, and that's more or less what has happened,

What ooours in this situation when the rat learns to press
the bar under these varicas conditions is called operant leaming,

and the whole situation is called an opofant paradign,

It 1s possible to introduce another wrinkle into this
‘-systom; If there 18 a seoond stimulus, this will provide a
further oondition whioch the rat will have to satisfy in order
to get reinforoed, For example, suppose we put on the wall of
the box two 1ights, a red light and a green 1ight --I don't
krnow whether actually rats ars ocolor-blind, but let's assume
they're not-- and we set things up so that the rat will be
reinforoed if he presses the bar when ths red 1ight 18 on, but
not when the green llsht’ia on, 90 ﬁon reinforoemant is
ocontingent on fwo thlngq ~«the bar-press and tﬁo presence of
the red ‘ng_ht. In that cass, the red 1ight ls called the
disoriminated stimulus: that is, the plus oondition, the ono
for which he gets‘retnforood. The other one is oalled the

negative disoriainated stimulus,



Now, the interesting thing about this ;-not wildly surprising;
but interesting-- is that after a.oertain amount of training of
this kind, a certain ocorrelation develops in the bshavior of
the rat. If he's reinforoed only in the plus condition and not
in the minus oondition, then what you find is that the blood
pressure and behavior'of the rat becomes ocorrelated with the
presence of the disoriminatsd atimulué; that is, he in faot
presses the bar when the light is red, snd he doesn't press it
nhen‘the light L8 green, This is known as bringing the behavior

of the organism undor the control of the disoriminative stimulus,

Thers 18 one further complication that you oan introduce
into this sort of situation, Suppose that you use a light of x
angstrom units for a condition, and you trein the rat to respond
to the pressnce of light of this partioular ahado.’ Now, in a
later trial, after training has taken place, you oan test to
se: what happens if for this red light of x angstroms you
substitute a red 1ight of y angstrome, with x not equal to ¥,
What happens is pretty muoh what you'd expeot., Call the light
of y angstroms a generalized stimulus, as distinet from the
stinmulus on whioh the rat was trained, If you make a graph of the
rospoﬁoa atrength as a funotion of ths quantifiable difference
Setwoen the generalized stimulus.and the disoriminative stimulus,
a regular behavioral law sets in.. If we take the origin to be
ths disoriminative stimulus and we put generalisged .tiluli at

Q




various distances from the origin, ard if gﬁ;g interocept 18 the
trained response rate for the dtsoitmlnated stimulus, then,
roughly spsaking, the curve falls off as a funotion of the
distance between the generalized stimulus and tte d.soriminated
stimulus, 8o you oan set up a law of behavior which relates

the similarity bstween the originally trained stimulus and the
generalized 3timulus to the rate of reinforcement, and tha£ _
states that the extent of generalization, (from the dlsoriminated
to tﬁo generalized atlnulus) varies inversely with the asimilarity
of the stimuli. The more dissimilar they are, tho less transfer
training and the less generalization yoﬁ get. This is, of
course, a falrly obvious prinoiple, That.ts, if I teach my dog
to come when I whistle in one way, then the probability that
ne'll oome when I whistle in another way is a funotion of the
aintlartty between the two whistles; the more dtsstitlar they
aro._tho lower the probability that the dog will oome.

Well, that just about exhausts the oonoeptual content of
the Skinnerian system. ﬂhaé I want to 4o now is to say some-
thing about how language looks if you try to reoonstruoct it on -
this kind of model, *

To apply this modsl, you have to assume that language
consists essentially of a set of hadits, and that learning a
lanzuage consists essentially of learning a set of habdbits,



~ because what the organisz 18 doing in ths Sv.lnnerian view is
learning to respond in s oertain way under certain oonditions

to develop a habit, So th§ Skinnerians start off by saying

that there.are two kinds of habits, suoch that the possession

of those two habits oonstitutes the knowledge of the language,
The first is the habit of making a oharaoteristio kind of verdal

respongs in tha presence of a oharaoteristio kind of verbal or

non-verval stimulus., That i3, you have a disoriminated atinulus'

whioh may be either verbal or non-verbal, and you have a habit
of making a oertain kind of verbal response in ti e presence of

that stimulus,

sb, for example, I presunadbly have the habit of saying
®orayon® in the presence of a orayon, and the habit of saying
"glass® in the presence of a glass, As an example of a verbal
stimulus, I presumably have the habit of saying "you're weloome"
when somebody says "thank you." 8¢, on this analysis, there's
a disoriminated stimulus --for example, somebody saying "thank
you," or, fur that matter, the presence of a glass-- and I've
learned a ocertain vorbal'reaponso to the ooourrence of thase
stimulis in the first ocase I say "youtre nalobne.' and in the
aeobnd I say "glass.® 8o, this 1o‘ono kind of habdit --th§ habit
of wmaking a oharaoteristio verbal response in the prusenoce of A
a oesrtain kind of verbal or non-verbval stiamulus,

m_-ﬂ_‘“.._‘ -



The seoond kind of habit that iy assumed to go into
knowing a language is that_ot nakins a oharaotqrietio non-
verbal response in the presence of a oertain kind of vetbal
stimulus, - Por exeample, somebody saya, "Do jou have & light?*
and I have the habit of taking out my lighter and lighting it.
Or someone says, "Pass the salt,” and I have the habit of passing
the sait if there happens to be any around, (0r, for that matter,
presunably if someone aays, "Where were you born?" I nave the. |
habit of saying "New York.") 8o that's a colleotion of habits
whioh oconsists of .a oharaoteristio riisposition to provide
verbal responses ﬁo oertain non-verbal‘atinuli. and non=verbval
responses to oertaln verbal stimull, And the suggestion is
that when I have developed this set of habits, I know Bnglish,
That's what it is to me to know Englishj namely, to have the
appropriate hebits at these times, '

This view of language oan be mapped onto the oonceptual
apparatus of éhe Skinnerian system, Cecnsider firat the habdit
of produoing a oertain verbal response to a oertain non-verbal
stinmulus, W¥What the sxiﬁnorlana' story has to say as a first
approzimation 1s that I got that hadbit by boiﬁs rotnfofoo@ whan
I produced the appropriate non-verbal responss when the non-
verbal stimulus was in the area, S0, when I was a 1little boy.’
I happened to say "glass®™ when a glass was arcund, and ay Moaay
patted me on the head, and that's how I pioked up the habit of



ssying "glass® when a glass is around, Now of course that can't
be eiaotly true, noxr doss Skinner éuppose it 18, beocause the
probability of my happening to make the verbal gesture "glass®
in the environment of a glass 18 presumably noslisibiy snall;
when I'm a 1}-year-old baby, Or 't wy grandfather comes into
the room, I have to say, "That's good old grandfather,” 1f.I'm
going to get reinforoed. But the probhbility of an untrained ,
1§-year-0ld baby happening to muke the noiso; *That's good o0ld
grandfather,® 1s presumably-inflniteiy small.

So 1t ocan't ba that one merely alt; around and waits for
the babdy to eaﬁ, "Thatts good old grandfaEhef,' in the way that
- one sits around and waits for the rat to press the bar., This
requires a further notioni operant ahaping (this 18 how vou get
a pigeon to play tennis)., Supposs that instead of ﬁalting for
the rat in the Skinner box to preas the bar, we put him in a
cage ard he wanders around in the general dirsotion of the bary
what we want him to do 18 to presa the bar., 8o what we do is
everytime he heads in the dfreotion of the bar, we give him a
pellet, We rapidly find that the frequenoy with whioh he heads
_ toward the bar will inoresss, Now wa ohange the condition of
reinforoeaant, 80 that he only gets a pellet when he gets within
a.oertaln area fairly 0lose to the bari and we find that the
frequency with whioh he gets within that area of the bar
inoreanes, Now we change the scheduls of reinforoeammt as;ln.
80 that he gets reinforced only when he's within a oertain area




even closer to the bar, By gradual shaping of his behavior, we
eventuglly get him to the positioniwhere we wanp him -;he‘bangs
the barj; and we shift the schedule of reinforcement so that he
is reinforced only when he aotually hits thé bar. So now we can
have a plece of behavior that is not "in fact orlg;nally exhlblted

at any himh frequenoy at all, beooming quite regular,

Suppose we wanted to get the rat to stand on its haad --I
doubt if he can, but supposé we wanted to, Well, presumably he
ggggg stands on th head in his norm.l ecoloéy, bacause thatts |
Just not one of hié tricks, So what we'do is give him a pellet
first when he ﬁuts his head down a llttle} then, when we've got

" him putting his head down very frequently, we give him a pellet

only when he happens to hit the floor wﬁen he puts his head
down, And so forth and so on, until by some set of successive

approximations, we give him a pellet only when he stands on his

head; in case he ever happens to do so.,

Hell, 1t's exaoctly phlé kind of operant shaping that goes
on when ¥ommy gets the baby to say "glass," ‘Hhen the babdy is
brought into éﬁ environnent in which there happens to be a glasa,
in the‘oourse of his random babbling he will sometimes make
sounds 1ike "NGMPPP" or'GIHH." Tnese sounde would be set up to
be reinforced in the presence of a glass, That 13,_Hoﬁmy will

pat him on the head and give him an M&M or whatever mothefs do,

io.



. when he makes that sound. When hs is regularly ~aking this
sound 1nithe pfesenoe of é.slaaa,'we oan shift the oriteria of
roinfo;opﬁent. 8o that.we only reinforos him for those *GIHH"
gpuhde wh;dh are very ockose -to thﬁ fifst few sounds of "glass."
.‘__;f wé kgep shifting our oriteria of feintoroement to }esponse
that are suooessivély-oloéor to the correct pronunciation of
rglassf over a ;ons enbugh'porlod of timo,'p:esumably we will
shape the béby's bqhdvior,'sp that he now says "glass® and
nthing.else in the pres;noe of the disoriminated stimulus of

a glass, (You oan play this another way, and some Skinnerians

' are inclined t9.4 You can oclaim that on top of the apparitue
desqr;bed'abbve, the child aléo has an innate tendenoy to
"'1mltate. In this case, one could assume that the parent says
"glass" when a glass s around and the ohild tries to imitate
that, an¢-then the quality of his imitation and his tendenoy to
say "glass" are shaped by reinforcement, This éebs you off the

ground much faster. )

The other set of habits --meking a specifioc kind of none
verbal responae toa apaoirio kingd of verbal'stimulua-Q_iro
1'treated in a simllar fashion, . For example, when I was three
years old, somebody sald,.PPase the ocigarecttes® and 1 passed
the oigarettes and got patted on the head, and this happenod
withléufrioient frequenoy that f developed the habit of pridubihg

the non-verbval rqaponsb of pussins the oigarettes in the presenocs

11,



- of the verdal disorlmlnatod atimulus of somebody saying "Pagas

the oigaret*es n

' Now here 1s where generallzat;on cones in. Ybu'mlght
suppose, on the basis of the kind of account presenteh above,
that I would learn to say‘"glass” in the presence of a glass,
but ot when this same glass is turnéd.upslda down, But thﬁt -
is overed By the generalization olausé; uhidh says that, given
that I've been trained to say "glass” in the presence of a glass,
the probabllity of'my aaylng."glass” in the'presenoo of an
upside-down glass i8 a function of the slmllarity between the

two, in some rather grossly undefined sense of simlilarity.

Th? principle of generalization also accounts for how one
produces a response to stimuli which are distinot but similar.
 For example, I'll pass the'olgaretteéh;hethér I'm asked té do so
by an adult, who produces a certain kind of acoustio pattern
when he says,-”Pass the clsgrettas;' or by a three-year-old,
who produces a differant kind of acoustio patterm. This is
accounted for by the principle of generalization, whioh says
tﬁat my training transfers from one stimulus to other stimull

of charaoter1sticaliy similar kinds,

Well, that 1s essentlally --with certain mildly offensive

aberrations, perhaps-- what the Skinnerians’ acocunt of language

12



_ looks like, What you have i3 a obnoeptual iOOhsn;sm of sayins‘

"~ how language is put together, tor\éaylng how thg a5t of habits

| oharaétorletio of Liaving a language are assimilated -~-given

that you aséu@e that having that set of habits is what 1s
involved in having language. And, in a senss, there 1s just'
nothing else to say, You've explained what understandiﬁg a
sentence 18 ~-that 1s.>b§1ng disposed to produce the appropriatg
non-verbal'respénse,-giv;n the sentence that has been utterod;._‘
and you've explained what speaking the language is --that is,
bpiné disposed to p;oduce‘oertaln verbal Opqrénts, given the
approprlatg input étimulapion. So, now'that you‘ve said what

it 1s to understand the langunge and to speak it, you've said
'.\eveiythlng there is to s&y. |

(Suppose you wanted to.apply this kind of systea to a
language learning situation, You would put somebody in the
.fo116w1ng conditioni you show a glass on a screen or something,
and through a loudspeaker you say *glass.” If he says “glaca®
propexly, you give hinm an M&M or eomethingj or youn wéit around
for him to say something that sounds like "glass™ and then give.
" him an M&M, hna oventua}ly he ends up oalling‘a glass a glass,

' Non; in a pertaiu sense, I can't re@lly see what else you.oan ‘
rdo. If yoﬁ want to teach somebody what a glass 1s ocalled, and. _
the game 18 80 played that you're not allowed o say, “"Look, this'

is called ‘glass,'" for soxe methodologioal reason --bscause it's




not considered scientifio or something-- then about all you can
do 18 walt around for him to say "glass® and tell him "you're

flght"lwhen he says 1it, This either ﬁorks or it doesn't.)

But what I want to suggesf 1s that the view of ianguage
on whiqh this kind of story is based is Just hopeless, 'It
seems inmediately obvious that these klnds'of habits aren'ﬁ
reéliy what‘s at issue, Let me just make a eouple of orude
points and then go into this in detail; It is perfeotly obvioﬁs
that in faot I don't have the hablt of saying "glass® whenever
a glass is preaénted, because I don't say “glass” whenever a
glgﬁs is presented; There afe billions of things of all kinds
" in the environment --people,}faces, one's nose, and so forthe-
uhioh afe ailééédly‘étiﬁulus.lnputs but which you don't name,
| Now, tﬁat's a sort of 5ana1 point, but 1t's very 1ﬁportant. _
. When you talk a language, your behavior vis-a-vis the stimuli
in your envirpnment is very different from the rat's behavior
vis-a-vis ﬁhe bar-preps. 0pce the rat has learned its triock,
it prebses the bar whenever there's awéhanoe that this will
lead to a reward, Lgnguagé doesn't work like that. Thare
simply -isn't any.épeoifiable set of response habits such that
one can rely upon‘é‘speaqu producing a certain utterancs given
that a certain stimulus situation has bsen presehted, in the
way that iou can »ely on a rat pressing the bar after a ogrtaln

period of training.

14



Now, this is so self-evident that Skinner even notioced it

‘in Verbal Behavior, and uhgt he says 18 that ws can bring verbal

behavior under direct stimulus control, in the following ways
we take a guy and we bring‘him into an absolutely bare room,
in which the only noticsable oﬁjedt is a penocil 16 fdet‘tall;
Now, Skinner sayﬁ that 1t's under those éiroumstances that it's
highly probable %ﬁat thqlguy will say *pénoil." This. is | |
probably o§ireot; The questlon is whoﬁher of not one wants to -
treat that as a paradigm of an instance in whioh one uses the
language, As another paradigm of such aJ instanoce, suppose I'm
a lot bigger than you ars, and I say "Say 'uncle' or I'll break
your arm,*" The probability under those oirounstances 1a very
-“high that if you believe me, you'll say "unole.,” Or, I approach
“you -with a iarse pistol and say, "Say 'ﬁnclo' or I'll blow your
brains out.* And, depending on your view of what my character

_is. you're very likely to say "uncle® under those siroumstances,

' ‘But ﬁhat one notioces instantly is that these sorts of
oiroumstances, in which thofe is a direct correlation batween
the charaoter of the stimulus situation and the character of
- the response, @re highly atyplocel of language use, Ioﬁ have to
put a ﬁerson 1iterally under physioﬁl duress in order to get
sﬁch a responss, and then the question whether he fosponds
appfopriately or not is a funotion of how ﬁuoh duress he's

going to stand for, and not a question of his verbel habits,




In a way, that same thing happens with the rat in the Skinner
box} thd only way to get the rat to respond reliabdbly is bi
making him very hungry, -

Now, I think that thereis a éenéral consideration whioch
underlies this that makes the whole Skinnerian business extremely
uninteresting, That 18, in any kind of onsoing behavior by any .
organisnm -Qénd especially lqnguage behavior by people-- the
actual output is a funotign of at least three things: the
organism's knowledge of the response system (the rat's know-
ledge of how tq press the bar, a person's knowledge of how to

speak the language); plus the organism's utilities, plua'what

. ~ you could call the organisn'é local bellefs, By the rat's

knowledge, in this case, I mean that he has the actusl muscular

coordinations available to press the bar, He has ertdin

‘utilities whioch come out in the characteristic Skinner situstions,

80 that'when he's hungry, he behaves reliably in aoccordanoce with
whét_we know to be his knowledgé.'_And he has certain local
beliefs -~that is, what he ﬁae learned about the relation between
his trained response and getting reinforced, Now, in the

- Skinnerian situation, you have known values for the rat's

knowledge,. utilities, and local beliefs,  The only belief
that the organism could pﬁssibly develop in thie situation is
that pressing the bar leads to reinfoccement, because the bar
18 the only thing 1n the environment: that is, the only

16.



~ avallable induction for him to make 18 that it's pressing the
bar and not something else that leads to reinforcement, Givén
that these three are known'values, you ocan make extremely prgoiae

prediotions about behavior,

| But now look at the éltuation vis-a-vis language. If you
tnink of language as literally a oorrelation between a stimulus
situation aﬁd a response situaﬁlon -=if, for example, you resnrq
langugge as a plece of knowlnge that you should produce a
certain response siven a certain input, then you have to look
for oorrelationg of this kind, and you doq't:find them, The
roason that you oanit find thém 18 intuitively evident--namely,
'-what regponse a particular pefson gives to a partiocular stimuluq
at a partioular time will depend on a variety of thipgé other
than his knowledge of tﬁe response gystem, that 1is, othér than
his kpowledse of the language. It will depend on what his
ui;lltles are, what he believes. and so forth, and no psychology
has‘anythlng td say about thege kinds of conditions, 8o tha£

if I walk up to a guy and. say, "What's the time?* and if I ocan
make the usual assumptions about his utilities and his looal
bellefs --his utilities will 1nolude4thihgs 1ike politeness, and
his looal beliefs will inolude the faot that his watoh ien's
broken, and 8o on-- then I can prediot what he'll do: he'11
look-at his watch and say "3 o'olook,” or whatever time it is,

But if he happens to be drunk or angry; then he's likely to punch

R



- me in the nose. 0qrta1n1y, whether or not he punches me 1n'£hé
nose has'absolutely nothing to do with whether he underspaﬁdé
the gquestion *"What's the time?" And that's the important part.
What his reﬁponae 18 oan throw exaqtly no light on the quest1§n
of What he knows about the language. And that is a way of
saying that thasre is no possibility of construlng his knowledge
of the lansuagé_in terﬁs_of a disposition to prcduce a charao-

teristio resbonse in a characteristic stimulus situation,

This is thelotitical mistakes to suppose that what a

| speaker knows ;s4that he is supposed to s;ve a certain reapohée
in the.appropriate.stimulus situatlon; HhatII think is realli | }
"'going on is that the person'é knouledge_of the language has |
some wildly different foim from that which linguists, psyoho-
linguiéta. and philosphérs try to study; and the reéponbe is a
function of what I think are actually a lot of different
var;abloé. That the response 1s in English rather than

"~ Hindustani is bbvioualy a funotion of what he lmows about the
language, but which rssponse he glves in a partiocular instance

will depend not only on his‘knowledge of the-ldnguago,:but

. also on many other factors, inoluding his utilitieﬁ and beliefrs,

If you read Chousky's review of Verbal Behavior, and I

highly recommend that you do, yocu get the feeling that thers is
a radlcal difference between language, which has the propertiss
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. of produotivity and stimulus freedom, and what the rat does in
& Skinner box, What I'd be inclined to say is that Skinner -

even gives a bad analysis of what the rat does, What we've

done is put the organism in a situation where the only stratesios
available are brute foroe strategios. Any organisnm behqvos
dlfferently when you watoh it behaving in its natural eoology,
from the way it behaves when you watoh it in a Skinner box,

This 18 olearly an impoverished slituation, Tho only 1ntollisonoo
‘that.the organism may have is reduced by the brute exigenoies

of the situation to an induotion about the results of pressing

a bar. If, on the other hand, you watch a rat building a nest,
uhioh they do, you get a quite different picture of the ocapacities

* of the animal,

I think, in raot, ‘that in this respect there's no difference
.between a rat and a person, except that in the Skinnerian
situation the rat is extremely hungry and is given a very
liﬁlted kind of situation in which to form his local bellefs,
That 18, 1f you put a rat 1ﬁto this completely controlled kind
of environment, in whioh a) he wants food, and ‘b) there's only
: one kind ‘of manipulation he can porform on the anvironnont -=he
oan press a bar-- then the only conoeivablo induction he ocan N
make 18 that he gets a pellet by pressing the bar, It may be
thgf there are specific differences in tho'kinda of strateglies
that various organisms will tzy for this situation, but I';




- inolined to doubt it. A super-smart raf mlsﬁt think to himself,

"Well, there's only one thing I can do in this situation, 80
I'11 go do 1t," and a characteristioally dumb rat mighc bang

around until he runs into the bar,

Looking at the rat's'response curve for this situation,

you'd expeot that if he were doing it Ey trial and error, you .

would get a'émooth, slow approtlmation. In faoct, that's not
what happens at all, His response doesn't inorsase at a smooth
rate, What haprens is that he does nothing at all for a yhile,
| and then he makeé Y opuple of responses, and then the curve
really takes off."The suggestion is that‘thé rat 1s doing
"'exaot1§ what youtre doing --Hd seés ﬁhat's gdlng on, He sees*'
that there's some qonheotion ﬁetweqn pressing the bar and
getting food, and he learns to handle the altuation; So I
‘think that 1t's'dubious that there's any difference setwesn

the way a person would address this sltuation and the way a

rat does,

Wnat I wish to argue now 1s that the basic reason that the
:-Skinnerlan system fails. is that the prinoiple of géneraligatidn

nas no obn;ent. Just as you have stimulus generalization, in

which, for example, the hablit of saylng "glass" to a right-side- .

up glass extends to an upside-down glass, so also you have

response generalization..  For instance, if you train a rat in
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a box with the bar in one place ané'then put him in another box,
with the bar in 5 differentﬁplace, it will take him .much less !
tdww to learn the task. Now, it is certainly true that fox

any of the skills -~ language or whét the rat does in'thg Skiﬁner
box -- the productivity of'thé skill is extremely important.

Here there is a real fact to be explainéd, namely, that the
orxrganism, having learﬁed one-thing, transfers his training to
something quite diff&rént. And the principle of generalization -
‘doesn't explain it,

There is a well know experiment of a T maze, in which
"theré's a goal box in one direction which is plus, and a goal
box in the other directidn whiéh is minué, and what you do is
turn thé rat around 1ik§ this, and after a while, he does ﬁhat.
The rat starts oﬁt hére, and he explores for a thle{ and
“eventually he £inds the food here.

Now Qhat you do ic fiood the maze, so that the o?ganism
can't fun it, but must inﬁtead swim in order to.reach the goal.
!This‘entails a ;ompletely new set of motor responsés. What
haépens is that the tat, previously £rained to run the unflooded
maze, succassfully swims the flooded maze. Now, one might asay

that this is an instance of response generalization, But




Inotice what question is being begg;d. You have_tolsay that
swimming.to the rigﬁt and rﬂnning to the right afe gome ON™’
more similar to each other than running rightland running left,
because, after all, this reapondg‘génqralizes to swimﬁing to k.
the right, bﬁt not to running to the left. whﬁt's the princ;ple
of similarity_that allows you to do thagt"ﬁoq can yﬁu say thag
running right and swiqming right are more similar than running
right and running lgfﬁ, when the latter pair in fact uses
exactly the same moﬁbr system, whereas the former pair uses

different motorlsysteua?

Bxactly tha same kind of question arises about lqnguaqe.
You might want to eay‘that language is productive --‘tﬁat you
can upderstand sentences you've naver heard before. Suppose
you've been trained in the santence

{1} Mary went to achool,
How do you know that another sentence, which may be quite
different, like 4 - j

(2) The boy who I used to know when I went golfing -

in Chicago got sick
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48 also a eenten'«, givan that you weren't speoifioally trained
in 1t? Well, you nlght say that you Just generalize from the
former to the latter, But what is the prinoiple of generalization
that says that (2) is relevantly eimilar to (1) and so the
training transfers, but the sentence '

{3) 8ohool to went Mary
18 not relevently similar? I you don't spell out the notion
of similarity, the prinociple of generallzetldn 18 vaouous,
On the other hand, if you do‘try to spell outvthe prinoiples
that underlie the faot that (2) but not (3) is similar to (1)
. wenamely, that (1) and (2) are‘sramnatiéal sentenoes and that
(3) tentt.- then you get a very oomplex set of grammatical rules)

. what you got in effeot 18 a generative grammar, Thus, in a

sense, the prinoiple of generalization doesn't dbuy anything.,
There are a vast set of atructures which the organism eamploys

in detemining what is similar. Using the prinoiple of
generalization to answer one question --how you transfer
training from the struotures you've been trained on to new
objeots-- just opens up gnotﬁer questiont how does the

organisu learn those prinolples which determine whioh reasponses

are similar and whioh are not?

Sinilarly, suppose that 1've been trained to ocall a none
filter olgarette "oigarette,” What is the prinoiple of
similarity that allows me to generalite this response, 80 that
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I will also oall a filter olgarette *oigarette,” but I will not
oall a pleoce of’ohalk 'bigarette"? Certainly, a pleoe of chalk
is simiiar in some respeots to a clgarettej; the prinolp;e of |
generalization has nothing to say about why it is not relevantly

similar,

Or, suppose you traln an organism to respond positively to
& oertain note bveing pla&ed on the piano. If you look at the |
way ha generalizes the respoﬁseq you may guess that he nlll'
respoﬁd posltively:to similar notes and noé to dissimilar notes.
What determines whether a note is sinllgr to the note to whioh
tho‘orsanism haé been'trained to respond?. Well, 1f you define
-similarity in temms of simple fregquency, so that notes ot{
similar pitoh will be relevantly similar, you turn out to be
wrong, If you define similarity in terms of an ootave, 80 that
notes which have different froquenoy but are in the same key
are oonsidered relevantly almilar, you turn out to be right,
But the prinoiple of generalization, since it is not equipped
to tell yru what is similar And what isn't, nas told you nothing.

Or, suppose you train an organisa to pross a dbar uhcn‘
| you show him a red triangle, but not when you show a green
oiroleg What will happen now if you show a green triangle or
a red oirocls? 1t 1s olear that the prinociple of generalizatiun
is of no Help hersj; it car nake no prediotion, since you dén'b




. know what similarity means to the organism 1ﬁ question, (By
 the way, there.ls no géneral answef in this casej whether the
organism will respond to the green triangle or rad oirole
depends on many faoctorsi 1its species, maturity, prlof tralniﬁg,

eta,)

If you train a person to respond positively to the word
“toy," which of the following words will he tend to respond
positively to: "toy" or 'man;? Of oourse, the prinoiple of
generalization oannot prediot, since it provides no funotion
to tell you how the person arranges stiﬁuli into similarity
olasses (the aﬁsuer is that ohildren in tﬁia ocase tend to

" respond positively to "toy,” adults to "man"),

Chomsky, in his review of Verbal Bshavior, aayé that
language has two propsrties that cannot be accounted for by
Skinner, The firast is produoctivity, If language is a habit,
then it 18 a habit with infinitely many possible expressions,
8ince you ocan't train an‘org;nlsn to do infinitely many tasks,
at some point training has to stop and the organism has to
_ take over and generallize, There is no aoccount for this in

the Skinnerian model,

The second property of language that is left unacoounted

for in the Skinnerian model is stimulus freedom. That is, what
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on~ sayé 18 not a simple runotlon.or one’s-input. This point
' has'béen largély misuﬁderstood. Chomsky has been taken aé’
agserting that language behavior 1s not deterministic-~that

it is not physically determined, This assertion may or may
not be true, depending on your point of view, but 15 was not
the point of Chomsky's remark, What he intended was that the
responsge 18 a funotion not only of the input but also of the
internal states of the organisa, This, of ﬁourso, is true not

Just of language, but of just about anything,

I now wish to sketoh some lines of evidenoce that first

language learning in humans involves innate skxills, To do
- this, I want to tum to an aspeot of the language problea that
was hardly noticed by the Skinnerians, When you hear a word,
part of what you do in understanding it 18 figure out whioch
word you're hearing. You sre able to do this eaoross many
differences among speakers --gpeed of spesech, whether a male
or a female i& talking, and 8o forth, How, in spite of these
differences, do you manage to identify a given word as that
partioular word, or a given sentence as that partiocular eontenoé?

What the Skinneriens said is that you are trained to recognite
| oertain oritiocal acoustic features assoocliated with a sentenoce
that are in a one-to-one correspondencs with the linguistio
analysis, In effeot, the Skinnerians sald that speeon perception

18 no prodblem, beoause spesch perception is squivalent to
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responding to acoustig cues, ’ . §

However, it is very unlikely that this 1s true, After 25
years, we still haven't been able to build a maohine which ocan
process the wave forms oontaining acoustio cues and interpret
them as phonetio symbols, If speeoh recognitiori were Jjust a
matter of responding to acoustio cues, we should be able to

build suoh'a naochine,

The reason that we haven't been able to bulld a machine
to proocess oon;inuous speech i8 the followingi the acoustio
representation of a partioular oonsonant is determined almost
" entirely by the vowel that it is attached to, Now, it is
possible in some oases to have two distinot consonants, one
of them before one vowel, and the other before a different
vo¥el, where these distinot consonants have the same acoustio
representation, This situation does not lead to oconfusion in
your peroeption of these sounds} they are perosptually
distinguishable, but they are indistinguishable acoustiocally

if you look at thelr representations on a sound speotrogran,

The reason that the two oonsonant sounds are peroeptually
distinguishadble is that in your head you have for each sound
a phonetic matrix of dlstinotivo features. FPor example, you

ocan desoribe the sound u in terms of various features, suoh

O
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a8 roundedness, voloing, oonsonagtallty, continuousness, and

80 forth,'where each of these features has a partioular value,
anh distinotive feature matrix is in effeot a set of disorete
instruotions at the phonstio level, Bscauss of the limitations
of your vooal apparatus, these disorete instruotions.get
smeared al)l over the place when it comes to pronounoing this
sound in a word, Thua what you do in pronounolng this sound

1s go from a digital representation (the disorete phonetio
matrix in your head) to an analog representation (that is, a
oontinuous system employing your vooal apparatus, whioh is

lnertial).

Aotually, the situation is somewhat worse than this, If

you pronounce the words "sloop™ and "slip®™ you will notioe
that some roundl.g 6ooura at the beginning of the word "gloop"
even though the signifiocant rounding oocurs later, in the
vowel, 30 what you have is a sltuation where the aotual
output --for example, the rounding of the 8 \n sloop-- is
determined not by the disorete set of \nstruotions for the
sound 8, dbut rather by a feature of a subsequent sound, in
this oase, the vowsl 00, S0 the instruotions are not even

transmitted sequentialiy in produocing the sounds,

Thus, to understand apeeoh, you have to do two thingsat

first, you have to coapsnsate for the faot that the vooal
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apparatus is a noisy analog transduwcer, and seoond, you need
non—sequéntial strategies for processing the signal, Thla‘ls

Wwhy we haven't been able to bulld a machine to do the Jjobdb,

How, then, does the child learn to perform the éeemingly
complex operations involved in proocessing speech? The abovp
oconsiderations make it diffioult to maintain that he ls frained .
to do 8o, So the answer we ought to connider is that the infent
has innately avallable to him a theory of relating disorete
‘phonetioc matriczs to a oontinuous inertial system, and a theory
of non-sequential ' processing strategies, 1In faot, there is
growing evidenée that the child's perceptual analysis, at least

" by the age of 3} or 4 months and perhaps even earlier, is
essentially the same as the adult's. The idea is, then, that
ohildren ars speocially built to do this, rather than having
to lear'\ these complex theories, whioh at the present state of

our knowledge we can't even explain.,

S0 here we are dealing with a very highly specialized
organisam, whioh starts out with a great deal of highly struoctured
. information on what kinds of strategles to use on its input,
This view has txo iamedlate oonsequenves for language teaching.
First. teaching a ohild how to speak his first language is about
as useful as teaohing a bird to fly, In faot, there is even

some axusing evidenoe that if you try'to train the ohild, you'll




Just slow him up. That depends on how you ﬁraln hin, bﬁt the
| things that have been tried so far have had negative effeots,
It appears that exposure t& people talking language under
normal olroumstances 18 Jjust optimal for learning a flrst
language, Second, if these innate abilities are no lbngpr
available to the ohild after some ags, say when he reaohes
adolesoenbo -=and there 18 some evidencs for this-- then yéu
can't draw any inferences for geoond language learning froas
first language learning., If this is true, then the only
implication you can draw from this theory to language teaching
18 that this theory has nothing to say about langusge teaching.
I think that this muy be axaotly right, All that you read in
- .the Journals about soientific techniques for second language
teaching 18 absolute nonsenss, There 18 nothing in ourrent
1inguistios or peyahology that gives any indloation about

aeoond language teaohing.

In faot, the situation amight be worse than that. There is
real reason to suppose that every child learns his first
language in the same nay,'indepondently of IQ, or ocultures, or
training, or what language it is, or snything of the sort. bBut
_there 18 no reason to suppose that second language teaching is
one partioular kind of task, Now, if it is true that John leams
a seoond language ons way, and Yary another way, ard Peter does |

1t 14 different ways, then the answsr to the question "How éo
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. you teach a language?”® might be "Any way you like.* Now, I'm
‘ not neoeésarily saying that this is necessarily truej what I am
saying 18 that, on the basis of the ourrent(work in psyohology,

there is no reason to believe that it's not true,

There 1s a belief that seems quite prevalent among language
teachers, that they nesd to have a thebry in order to do their
Job, But iidon't agres, For axample, if you're going to teaoh
the skill of driving, you'r; not going to go about it by having
‘a general theory of internal ocombustion engines or something
" and then deduoing theorems about drlvlné from it, wWhat you'll
40 18 buy sore automobiles and take your students out on the

"‘road and say, "Drive,--I'11 stop you if you do something wrong,."

If someone olaims to have a fool-proof, soientifiocally dased
theory of driving, he's a liar, But the lack of a fhoory
~doesn't prevent driving instruotion from going on., Similarly,
in my remarks here, I'a not suggeating that you stop teaching
lahguagoa becauss there is no theory of language teaching, WwWhat
1'm suggeeting 18 that ws learn to live with the faot that thers
18 no theory of language teaohing at present, "In the absenoce

of a theory, what you have to do 1s use y ur head, You make it

up as you go along, and you try to do the vest you oan,

Someons sight suggest that the reason that 4iffersnt

teachers have different degrees of suscess isn attrlbutublé to
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the sort of theory within whioh they are operating, but it may

well be the case that fhe theories are independent of the results

that follow. There is ocertainly no known oorrelation between

the theory and the efteotiveness of its applioation.'

I wish to stress the faot that Jjust because lingulstios
and psyohology have nothing to say abvout the methods used in
foreign language teaohing, it does not follow that there may

not be some methods of teaoching that are better than others,

.I don't think that these methods will come out of the work

being done in linguistiocs or psyohology, but this is not to say

that suoh nethdds can't be found,

Let me oonolude with a general remark, Classiocally, in
the view of people 1like Plato and Spinoza, eduoatioh pretty
much oonsisted in applied ethios. That is, the question you
asked was, "What should kids learn and what shouldn't they
learn, given that they ocan't learn everything?®™ Falrly
reommtly, since the time, sa&, of Deway, a new view of education

oameé into prominence--namely, that education is more or less a

branah of applied psyahology, that it should be oonoerned

prilarily with teohnique, I don't agree with this view at all,
A'lot of olassroom prooedures have beasn proposed for whioh there
18 not the least bit of evidenos that they are preferadle to

other oonoeivable prooedurss, For example, there is an
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_ unqueationed'bollef in the importance of the student-teacher
- ratio, but not a ehred'of evidence has been offeréd to show
that this hae anything to do with what the students learn.

In faot, it 18 a oompletely open question whether any teacher
is tetter than none, Basically I believe that there is no
reason to think that there is a theory that oan provide a
teohniqué for teaching, and that an undue amount of time has

gone into searohing for such a theory.
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